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o Backpropagation → compute the gradients with respect to 𝜃 and 𝜑

ℒ 𝜽,𝝋 = 𝔼𝒛~𝑞𝝋 𝒛|𝒙 log 𝑝𝜽(𝒙|𝒛) − KL(𝑞𝝋 𝒛|𝒙 ||𝑝(𝒛))

Backpropagating VAE parameters 𝝋,𝜽
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o Backpropagation → compute the gradients with respect to 𝜃 and 𝜑

ℒ 𝜽,𝝋 = 𝔼𝒛~𝑞𝝋 𝒛|𝒙 log 𝑝𝜽(𝒙|𝒛) − KL(𝑞𝝋 𝒛|𝒙 ||𝑝(𝒛))

o The expectation and sampling in 𝔼𝒛~𝑞𝝋 𝒛|𝒙 do not depend on 𝜽

◦→ The gradient goes inside the expectation

𝛻𝜽ℒ = 𝔼𝒛~𝑞𝝋 𝒛|𝒙 𝛻𝜽 log 𝑝𝜽(𝒙|𝒛)

o Also, the KL does not depend on 𝜽, so no gradient from over there!

o Just Monte-Carlo integration with samples 𝒛 drawn from 𝑞𝝋 𝒛|𝒙

Backpropagating w.r.t. 𝜽
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ℒ 𝜽,𝝋 = 𝔼𝒛~𝑞𝝋 𝒛|𝒙 log 𝑝𝜽(𝒙|𝒛) − KL(𝑞𝝋 𝒛|𝒙 ∥ 𝑝(𝐳))

o The sampling 𝒛~𝑞𝝋 𝒛|𝒙 depends on the parameters 𝜑
◦ And, sampling is not a differentiable operation
◦→ No gradients

o Monte Carlo not even possible

𝛻𝝋𝔼𝒛~𝑞𝝋 𝒛|𝒙 log 𝑝𝜽(𝒙|𝒛) = න
𝒛

𝛻𝝋[𝑞𝝋 𝒛|𝒙 ] log 𝑝𝜽 𝒙 𝒛 𝑑𝒛

◦→ no density to sample from 
◦ 𝛻𝜑[𝑞𝜑 𝑧|𝑥 ] is the gradient of a density function
◦ log 𝑝𝜃 𝑥 𝑧 is the logarithm of a density function

o How to turn the expression into Monte Carlo friendly?

Backpropagating w.r.t. 𝝋
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o Remember, we have a Gaussian output 𝑧~𝑁(𝜇𝑍, 𝜎𝑍)

o For certain pdfs, including the Gaussian, we can rewrite their random variable 
𝒛 as deterministic transformations of an auxiliary and simpler random 
variable 𝜀

𝒛~𝑁 𝒛; 𝝁𝒛, 𝝈𝒛 ⇔ 𝒛 = 𝝁 + 𝜀 ⋅ 𝝈, 𝜀~𝑁 0, 1
◦ Because of change of variables: 𝑞 𝑧 𝑑𝑧 = 𝑞 𝜀 𝑑𝜀

◦ And, 𝜀 is an ‘external’ random variable

o Remember: 𝝁𝒛, 𝝈𝒛 are deterministic (not random) values
◦ The outputs of the encoder neural networks

Reparameterization trick
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o We can rewrite our gradient

𝛻𝝋𝔼𝒛~𝑞𝝋 𝒛|𝒙 log 𝑝𝜽(𝒙|𝒛) = 𝛻𝝋න
𝒛

log 𝑝𝜽 𝒙 𝒛 𝑞𝝋 𝒛|𝒙 𝑑𝒛

= 𝛻𝝋න
𝜀

log 𝑝𝜽 𝒙 𝝁𝒛,𝝋, 𝝈𝒛,𝝋, 𝜀 𝑞(𝜀)𝑑𝜀

= න
𝜀

𝛻𝝋 log 𝑝𝜽 𝒙 𝝁𝒛,𝝋, 𝝈𝒛,𝝋, 𝜀 𝑞(𝜀)𝑑𝜀

≈෍

𝑘

𝛻𝝋 log 𝑝𝜽 𝒙 𝝁𝒛,𝝋, 𝝈𝒛,𝝋, 𝜀𝑘 , 𝜀𝑘~𝑁(0, 1)

Where 𝝋 are the parameters of the encoder networks 𝝁𝒛, 𝝈𝒛

o The sampling in MC integration does not depend on 𝝋 anymore

What do we gain?
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o Sampling directly from 𝜀~𝑁 0,1 leads to low-variance estimates compared to 
sampling directly from 𝑧~𝑁 𝜇𝑍, 𝜎𝑍

o Remember: we are sampling for 𝑧 → we are also sampling gradients
◦ Stochastic gradient estimator

o More distributions beyond Gaussian possible
◦ Laplace, Student-t, Logistic, Cauchy, Rayleight, Pareto

Low variance estimator

High-
variance 
gradient

Low-
variance 
gradient

http://blog.shakirm.com/2015/10/machine-learning-trick-of-the-day-4-reparameterisation-tricks/

http://blog.shakirm.com/2015/10/machine-learning-trick-of-the-day-4-reparameterisation-tricks/
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o Again, the latent variable is 𝒛 = 𝝁𝒛 + 𝜀 ⋅ 𝝈𝒛

o 𝝁𝒛 and 𝝈𝒛 are deterministic functions (the neural networks)

o 𝜀 is a random variable, which comes externally
◦ The 𝒛 as a result is itself a random variable, because of 𝜀

o However, now the randomness is not associated with the neural network and 
its parameters that we have to learn
◦ The randomness instead comes from the external 𝜀

◦ The gradients flow through 𝝁𝒛 and 𝝈𝒛

What exactly happened?
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Reparameterization Trick (graphically)
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VAE Training Pseudocode
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Summary

o Latent variable models

o Autoencoders

o Variational inference

o Variational autoencoders

o Reparameterization trick

Reading material:

o All papers mentioned in the slides


